FORUM: Disarmament Commission 
QUESTION OF: Measures to Regulate the Proliferation and Use of Lethal Autonomous Weapon Systems and Other AI-Embedded Military Technologies
SUBMITTED BY: The Kingdom of Belgium
CO-SUBMITTED BY: People’s Democratic Republic of Algeria, The French Republic, Islamic Republic of Iran, Republic of Korea
THE DISARMAMENT COMMISSION,
[bookmark: _Int_oKQdkRyM]Taking into account the accountability gap in the circumstance of less or no human monitoring at the point of engagement which raises complications alongside diffused responsibility,
Considering the escalation of forward risks and strategic instability and that any advanced decision-making algorithms are not completely reliable in interpretation and detection, potentially leading to hostile interactions,
Acknowledging armed UAV operations that potentially threaten civilian lives and have resulted in thousands of unintended casualties, including children, 
Reaffirming the importance of upholding international humanitarian law on AI-Embedded military technologies,
Emphasizing the risk of machine algorithms behaving unexpectedly in ways that may cause fatal mistakes,	
1. Calls upon all member states to establish and implement robust national governance frameworks for the development and use of military AI in ways such as:
a) mandating legal reviews by:
i. conducting mandatory, rigorous legal reviews for all new and substantially updated AI-enabled military systems, in accordance with Article 36 of Additional Protocol I to the Geneva Conventions
ii. ensuring these reviews assess compliance with International Humanitarian Law (IHL) throughout the system’s entire lifecycle, from design to deployment
iii. Yearly reports to the UN
b) the establishment of a risk-based categorization system including:
i. a national registry that categorizes AI-enabled military systems based on their intended use and potential for harm
ii. the prohibition of the development, acquisition and use of systems designated as high-risk, defined as those whose lethal force can be applied without direct human intervention on the selection and engagement of targets
iii. mandating systems with lower risk to conduct tests with human oversight
c) protection of classified information while ensuring verification by:
i. providing functional transparency by disclosing the capabilities, intended effects, and limitations of a system rather than systems operations
ii. mandating countries within the UN to present unclassified summaries of reviews;
2. Recommends holding a UN meeting by 2026 for negotiations of a framework on the Lethal Autonomous Weapon Systems (LAWS) and other AI weaponry under the Convention of Certain Conventional Weapons (CCW) and calls for such an agreement to:
a) create clear prohibitions such as:
i. the development of AI weaponry not in compliance with International Humanitarian Law (IHL)
ii. systems that cannot distinguish between military targets and clear civilian areas
iii. systems designed or are able to cause mass destruction
b) create a regulatory framework for permissible systems such as:
i. strict regulations on all AI weaponry that have autonomy such as a requirement for positive authorization for each mission
ii. the registration of all AI weaponry declaring their general capabilities and purposes;
3. Emphasizes the importance of maintaining human control over the use of AI weaponry by:
a) ensuring control is effective, meaning the human operator must have:
i. an understanding of the system’s capabilities, limitations, and operational context
ii. the ability to understand and challenge the system’s recommendations
iii. the practical and legal authority to stop an attack
iv. a sufficient amount of time to definitively identify whether or not the target is a military target
b) all autonomous AI weaponry having designs such as:
i. built-in shutdown modes and mandatory confirmation requests for lethal actions
ii. automated internal logs that record all human and system interactions for post-operation review and accountability;
4. Calls for all member states to add export control laws and create strict oversight on technologies related to LAWS and AI weaponry, preventing misuse, proliferation, and escalation of conflict between parties, including but not limited to:
a) the use of export checking to prevent the transfer of banned AI technology through ways such as:
i. reporting suspicious transfers to the UN
ii. verifying all AI technology thoroughly 
iii. tracking and intercepting unauthorized transfers
iv. recommending the Security Council consider appropriate measures in response to serious and repeated violations
b) promoting responsible innovation in the private sector by:
i. incentivizing tech companies to adopt AI development standards
ii. performing impact assessments before deployment to identify and mitigate potential risks;
5. Suggests a one month stop on the production and testing of LAWS and AI weaponry to check and tally existing machines, based on the UN leader’s May 2025 call for a worldwide stop by:
a) checking for AI weaponry violations using UN officials as well as experts from the Stockholm International Peace Research Institute (SIPRI) and other NGOs
b) continuing manufacturing or testing of AI machinery after one month but:
i. sharing unclassified data and testing information in protected UN meetings
ii. the quarterly checking of AI testing and number by UN officials;
6. Strongly Recommends limiting the amount of AI weaponry each country can mass-produce in ways such as:
a) AI weaponry not exceeding 140% of the already existing arsenal by 2025 in the next two years based on a baseline to be agreed upon by member states within one year of the adoption of this resolution
b) countries' reporting on the amount of current AI weaponry on hand seasonally including, but not limited to:
i. information on research and development activities, detailing the number, type and use of the weapon system
ii. reports being accessible to oversight by UN agencies such as the Disarmament Affairs Office for verification
c) UN officials checking the already existing number of AI weaponry and manufacturing along with clause 5 by ways such as but not limited to:
i. UN officials conducting quarterly inspections of AI weaponry inventories, to verify the accuracy of reports
ii. inspections being conducted and checked by a UN panel of experts to determine whether the reports are accurate.
